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1 General introduction; levels of description in 
nonequilibrium statistical mechanics 

The goal of statistical physics is understanding the behavior of matter on the ba­
sis of its microscopic structure and of the microscopic laws of nature (Newton's 
or Hamilton's equations of motion, Schrodinger's equation in quantum mechan­
ics). Solving the microscopic equations of motion is in practice an impossible 
task. Even when quantum effects can be neglected: Newton's equqtions for the 
molecules in a container of gas are about 1023 coupled nonlinear equations, whose 
solutions depend very sensitively on the initial conditions 

, which are never known accurately in practice. However, even if some super­
computer could calculate the positiorls and momenta of all molecules at all times.l 

this would not solve our problem : we would be presented with huge amounts 
of data, in which the information that really interests us is completely obscured. 
One way to identify the relevant information for the macroscopic behavior of 
matter is to go back to the times before physicists knew about the microscopic 
nature of matter. In the nineteenth century, phenomenological theories , such as 
hydrodynamics or the theory of elasticity, were developed. The variables occur­
ring in these theories, which we shall call macrovariables, such as densities, fluid 
velocities or temperatures, can be interpreted more or less directly in terms of 
the positions and velocities of the individual molecules. Our next hope might be 
to derive exact equations for the macrovariables from the microscopic equations 
of motion, and hope that they assume the form of the macroscopic equations, e.g. 
of hydrodynamics. There are at least two this reasons why this naive program 
cannot succeed : 

1. The phenomenological equations are closed systems of equations: knowing 
the macrovariables at a given point in time allDws one to predict their 
values for all later times. On the other hand, if one tries to calculate the 
development of the microscopic equivalent of a macrovariable, e.g. the 
number of molecules in a given volume in space , one needs more and 
more detailed information about the system: to keep track of the number 
of molecules in the given volume one has to know which molecules enter 
or leave it, and this depends on the way in which collisions between the 
molecules affect their velocities. In the end, we are carried back to the 
problem of solving all the original equations of motion for the individual 
molecules. 

2. An even more direct proof 1 that the phenomenological equations are no sim­
ple consequence of the microscopic ones is the behavior under time TcvcTsal, 
If one takes any solution of the microscopic equations of motion over a time 
interval (0 ,T), denoted {ri(t), Vi(t)}, then there is a time-reversed so­
lution {ri(T - t), --vi(T - tn, which also obeys the equations of 
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states a ~H'~H',~ 
velocities (at least for a Hamiltonian invariant under time reversal, i.e. in 
the absence of magnetic fields, rotating frames etc.). For a phenomenolog-

equation this not the case : the hydrodynamic equations (with regular 
boundary conditions) have solutions in which an originally inhomogeneous 
density distribution becomes uniform, but none in which an originally al­
most homogeneous distribution develops sharp peaks. 

This means that to derive the phenomenological equations from th~ microscopic 
ones, one needs additional assumptions; since Boltzmann, Maxwell and Gibbs 
one knows these additional assumptions are of a statistical nature : the mi­
croscopic laws are not universally valid, but hold with a probability practically 
indistinguishable from unity. 

One of the goals of statistical physics is therefore, to analyse, justify and, if 
possible, prove the statistical assumptions underlying the phenomenogical equa­
tions. In addition, one hopes to find a microscopic interpretation for, and if 
possible to calculate, the phenomenological parameters that occur in the hydro­
dynamic equations (heat conductivity, bulk and shear viscosity, diffusion coeffi­
cients). Part of this program, in particular in the field of equilibrium statisti­
cal mechanics, is in rather good shape. The statistical assumptions needed are 
treated in ergodic theory, and there is a well-established algorithm, the formal­
ism of statistical ensembles, to derive equilibrium properties from the microscopic 
Hamiltonian . 

In nonequilibrium statistical mechanics, the situation is less satisfactory. In 
most treatments one does not go in one single step from the microscopic to the 
macroscopic level ; instead one interposes one or more intermediate, so called 
mesoscopic levels of description. The most celebrated one is kinetic theory ; 
instead of specifying position and momentum of all molecules, one merely specifies 
how many molecules there are with positions and velocities of a given value 
(within given tolerance limits). The evolution in time of this so called distribution 
function is , at least for dilute gases, described by the Boltzmann equation. Its 
status is intermediate equations : 



main advantage, once we accept the Boltzmann equation, we can derive the hy­
drodynamic equations by means of a systematic and well-defind algorithm. This 
algorithm not only" derives" the hydrodynamic equations, but it also expresses 
the phenomenological coefficients (viscosity, heat conductivity) in terms of the 
molecular potentials. Finally, the solution of kinetic equations, though not easy, 
is at least feasible with the help of modern computers or with well controlled 
approximation schemes. 

The situation is recapitulated in the following figure : 

Microscopic Equations 
Variables: Pi(t), qi(t) 
Parameters : microscopic (potentials) 
Reversible in time 

reB!!!!!!1!!!!!!!!!!!re(BintuitiveleapJov1esoscopic Equations 

Variables :f(p, q) 
Parameters: microscopically derivable 
reB!!!!!!!!!!! !ce( B( crosssections) 
Irreversible in time ceB!!!!!!!!!!!!!!!!!!ce(Bwell - definedalgorithmsMacTOscopic 

Equations 
Variables: (e.g) n(r, t), T(r, t) 
Parameters : phenomenological 
Irreversible in time 

In the course of these lectures I shall try and illustrate various aspects of the 
scheme sketched above, using the simplest available example where possible. The 
examples are atypical in one respect : they are often characterized by linear 
equations, whereas in the general case the equations are nonlinear. I shall try to 
point out where this difference is crucial, and where it is not.ceB!!ce(B 
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this lectures I a few ideas classical ergodic 
theory, i.e. from the general theory about the behavior of the solutions of Hamil­
ton's equations of motion. I do not aim at mathematical rigor and I shall present 
results in a weaker form than necessary, as they relate to typical, rather than 
to individual solutions of the equations of motion. This allows us to use mainly 
mathematics familiar from quantum mechanics. 

If one denotes the coordinates and momenta of all N particles (p, ... , P3N ; ql,' . " q3N) 
collectively by X _ (P, Q), then Hamilton's equations of motion can be written 
as 

~'X = VeX); VeX) = ({_ aH'}; {aH}) dt aqi api (1) 

VeX) is a velocity field in phase space, which describes an incompressible flow: 

v.V=E - -- +- - =0. [ a (aH) a (aH)] 
i api aqi aqi api (2) 

This means that the flow is volume preserving and the Jacobian of the time evo­
lution, IFij(t)1 = laXi(t)/axj(O)1 is unity. The time derivative of Fij(t) describes 
how two neighboring trajectories develop relative to one another : 

with 

~ (X + dX) = V (X + dX) = VeX) + A(X) . dX, dt 

A .. = aVi = ~ (aXi(t)) = ~F .. ()I . 
Z) ax. at ax. at ZJ',t 

) ) t=o 

(3) 

The eigenvalues of Aj are called Lyapunov exponents of the system. Since the 
determinant of Fij is unity, the trace of Aij , and hence sum of 

must zero. to cases: 



Numerical studies of systems in a few dimensions, such as the Henon-Heiles sys-
tern : 

1 1 ( 2 \ H = ;; (p; + p~) +;; x2 + y2 + 2x2y _ -;:;y3 } 
L. ' c, L. \. .) I 

show that the phase space in general has regular regions, where all Lyapunov 
exponents have vanishing real parts, and chaotic regions, where at least one 
Lyapunov exponent has a positive real part. Finally we notice, that there are at 
least two Lyapunov exponents that are zero. If dX is directed along V, i.e. if 
we consider two points on the same trajectory, their distance stays constant (up 
to terms of order t2 ). Similarly, it is easy to show that trajectories must stay on 
the energy surfaces H(X) = E, hence the component of the separation of two 
trajectories along the gradient of H must also stay constant, at least to first order. 

We now shift our attention from individual trajectories X(t) to functions 
e(X, t) that describe probability distributions over X. The continuity equation 
reads 

aeC:;' t) + \7 . [e(X, t)V(x, t)] (4) 

aeC;;' t) + V(X, t) . \7 e(X, t) - ~~ - iLe = 0 

where we used (2) in the first transformation; The operator L, given by 

L = -iV· a/ax or Lf = i{H, f} (5) 

with { , } denoting the Poisson bracket, is called the Liouville operator. If we 
introduce a Hilbert space of phase functions with the weighted scalar product 

(6) 

then L is hermitian when w(X) in invariant under time evolution, i.e. if Lw = O. 
Hence, L has a spectral representation with real eigenvalues, 

(7) 

where, as in quantum mechanics, Li denotes a sum over the discrete spectrum 
and an integral over the continuous spectrum. For most of our applications we 
shall use averages over the energy surface : 

WE(X) ~ 6(H(X) - E) 

and denote the corresponding inner product with (AlB) E. \Ve shall further always 
use distributions C(X) th::1t are concentrated on the energy shell : 

c(X, t) = CE(X, t)6(H(X) - E). (8) 

r' 6 



can 

(A) (let) 

over 

J e(X, t)A(X)dX 

L (Ali) Ee- iAit (il e) E· 

If we average this quantity over a long time, i.e. if we consider 

- 1 rT 
A = TJo (A) (l(t) dt, 

(9) 

(10) 

then only the eigenvectors with Ai = 0 contribute. There is at least one such 
eigenvector, the constant function 11). Hence, we may distinguish two types of 
systems: 

1. ergodic systems, for which 11) is the only eigenvector with Ai = O. For such 
systems one has 

A = (All), 

which means the time average equals the average over the energy shell. 

2. nonergodic systems. These have additional eigenvectors for Ai = 0, Le. ad­
ditional constants of the motion that lie within the Hilbert space generated 
by (6), which means that they must be at least square integrable, and thus 
be reasonably smooth functions of X. 

The ergodic property was first postulated by Boltzrp.ann to justify calculating 
equilibrium values of physical quantities by means of averages over the energy 
shell (equilibrium values are by definition time independent, hence equal to their 
time average). Gibbs, in his discussion of the foundations of statistical mechanics, 

a stronger property, namely : 

e(t) = E, ( 1) 



In a mixing system, "information" about the system, that manifests itself e.g. 
in values of phase functions A different from their equilibrium values, gradually 
disappears from the system. However, the mixing property itself does not imply 
anything about the rate of disappearance of information. For that purpose one 
may use the concept of informational entropy production, introduceed by Kol­
mogorov and Sinai. They start by consideuring partitions R of the energy surface 
into N cells ri and define the entropy H of that partition as 

N 

H = L -/-L(ri) 2Z09/-L(ri) , (12) 
i=l 

where /-L(ri) is the measure of the cell ri, normalized to a measure unity for the 
entire energy surface. For the case of a partition into~2s cells of egual measure 
2- s , one finds H = s, so H roughly equals the number of bits necessary to specify 
in which cell a point is located. Next one considers the partitions RmT, the i-th 
set of which consists of all those points that were in ri at the point t = -mT, as 
well as the common refinement 

(13) 

This partition consists of at most Nn+l sets, and to determine in which cell of 
R~T a point lies one must know in which cell of R it was at all n+ 1 points in time 
-nT, ... , T, O. For the entropy of R~T one may consider two extreme cases: when 
the ri are determined by the value of some conserved quantity, all RmT and R~T 
are identical to R and one has H (R~T) = H(R). On the other hand, when there 
is no correlation between the values of the cell index at different (discretized) 
times, one has H (R~T) = (n + l)H(R). Hence the limiting value, 

.1 (0). h(R, L, T) = hm -H RnT , 
n--+oo n (14) 

gives an impression, how much new information is obtained by learning a trajec­
tory is in a given cell of R, when its" coarse-grained history" (its cell numbers at 
all previous times -mT) is known; the ratio H(R)/h(R) tells one how long (in 
units of T) the system" remembers" in which cells it has been. A system is called 
a K-System, when h is positive for all R (further theorems show that is suffices 
to prove positivity for just one R of a particular type). Then also the supremum 
h[{s(L, T) of h(R, L, T) over all R exists and is called the Kolmogorov-Sinai en­
tropy of the system. A K-system is clearly ergodic and mixing (the value taken 
by a function f that is an eigenvector of L to a discrete eigenvalue can be used 
to construct a partition R with vanishing h(r, L, T). For systems simpler than 
Hamil tonian systems (one-dimensional or low dimensional maps) there is an in­
teresting connection between the KS entropy and the Lyapunov exponents: hJ<:s 
equals the sum of all positive Lyapunov exponents. For Hamiltonian systems, 

r' 
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not 
are strong indications that 

almost the space IS 

measure. 

K -systems (and even for mixing systems) 
; the regular regions must have negligible 

The theory presented in this chapter gives us an idea about how irreversibility, 
the appearance of a unique direction in time, perceived as an approach towards 
equilibrium, may be understood. If the initial state of a system is not known ex­
actly, but only approximately, we may represent it by a ll(X,O) that is confined 
to one cell in phase space, say with volume.6.. For all later t, ll(X, t) still has 
the value .6.-1 in a total volume of size .6. and zero elsewhere, due to the incom­
pressibility of the flow in phase space. However, the originally regular volume is 
constantly expanding in the direCtions associated with Lyapunovexponents with 
positive real parts and contracting in directions associated with exponents with 
negative real parts. Hence, it develops into ever longer and ever finer" threads" 
that spread over the entire energy surface. When calculating averages of phase 
functions A(X) that are smooth functions of X, this fine structure does not 
matter much, and ll(X, t) becomes equivalent to a uniform distribution over the 
energy shell (mathematically: it approaches this uniform distribution in a weak 
sense), at least for mixing systems. From the description of a K-system we also 
see that, while precise knowledge of the initial state allows a precise prediction 
of the entire future, a knowledge that is only approximate may rapidly become 
worthless for the purpose of predictions. The source of the uncertainty about 
the initial state should not, at least in my opinion, be ascribed to psychological 
factors ("physics does not describe nature, but our knowledge of nature"), but to 
the fact that no physical system can be completely isolated from its surroundings. 
The uncontrollable external perturbations cause a certain fuzzines in the state of 
the system that not only justifies, but requires the use of statistical methods to 
describe it. The success of these methods may be regarded as indirect evidence 
for the ergodic properties. 



3 Master equation and Fokker-Planck equation 
; the Brownian particle as a model system for 
statistical rnechanics. 

In this chapter we consider specific systems, for which the eigenvalues of the Liou­
ville operator can be divided into two groups, a slow group Ai and the remaining 
ones tLj, where we assume 

(15) 

for all i and j and some suitably chosen T. We treat the eigenvalues as discrete for 
simplicity of notation, though in practice they will be continuous ; in particular 
we shall assume that the subsystem of fast variables is mixing, even that it is a 
K-system with an information decay time much faster than T. We shall divide the 
phase space of the system into cells, characterized by the values taken by the slow 
variables ai(X), determined by the coefficients of the eigenfunctions belonging to 
the Ai. Now, if one considers a distribution Q(X) that is at t = 0 concentrated 
entirely within a single cell i of this partition, then for times small compared 
to T virtually none of the trajectories will have left the cell, but the probability 
distribution will have smeared out uniformly over the entire cell (in the weak 
sense, as discussed at the end of the previous chapter). 

Once we pass to the time scale T, the possibility that a trajectory that is in 
cell i at time 0 ends up in cell j at time T is no longer negligible. The starting 
points of those trajectoies form the cell rji of the partition R-r nR in the notation 
of the previous chapter : 

(16) 

Now the fact that any distribution within ri is practically smeared out over the 
entire cell in a time much less than T means, that the. probability, that a point 
belongs to rji cannot depend significantly on its previous history, and that we 
can define a probability 

(17) 

that a transition from i to j occurs in the time (0, T). By the same argument, 
consecutive jumps are uncorrelated (this is known as the Markov property: 
wji(2T) = Lk Wjk(T)Wki(T), (this equation is called the Chapman-Kolmogorov 
equation) and from the choice (15) for T it follows, that all Wij (T) for j i i are 
small compared to unity, thus one sees that wij(2T) = 2Wij(T) for j i i. Hence 
?Vij (T) is proportional to T and one may write Wij (T) = T Wij . This in turn implies 
that the development of the occupation probabilities Pi(t) of the cells on a time 
scale long 
compared to T can be described by the master equation 

[vVijPj(t) - WjiPi(t)] - L lI1ij [Jj(t) 
#i j 
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· This means ~i Mij = 
M zero. It is also easy to 

namely the distribution p~O) = fJi 

the sum of all J1i is talken to be unity). A number of further properties is easy 
to prove: 

1. Any solution of (18) with Pi(O) ~ 0 for all i has Pi(t) ~ 0 for all i and t > O. 
I 

2. All eigenvalues of M unequal to zero have negative real parts ; the eigen-
value). = 0 is nondegenerate for ergodic systems. 

3. For ergodic systems the distribition Pi(t) approaches p~O) monotonically in 
the sense that there exist Lyapunov-functions that are positive, nonincreas­
ing, and vanishing for the equilibrium distribution. These properties are 
obeyed by all functions of the form 

(19) 

with 
f(x) ~ OJ 1" (x) > 0 forx > o. (20) 

The most usual, but not the only possible, choice is 

f(x) = x in x. (21) 

This choice has the advantage that it is additive when one considers systems 
built up from noninteracting or weakly interacting parts, a property shared 
by the thermodynamic entropy, to which (19) can be related. 

An interesting further property, called detailed balance, holds when two addi­
conditions are satisfied: 

1. IS 
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from which one easily proves that W ij , and therefore also Mij in (18), are hermi­
tian with respect to the scalar product 

(' ') _ v ' ( (0))-1 p, P -..L.J PiPi ,Pi . (23) 
l 

This hermiticity property has the immediate consequence that all eigenvalues of 
M are real. 

One may still obtain a useful symmetry property when not all slow quantities 
are even in the velocities, but some of them, called Ak , are even, ~hile others, 
called B I , are odd. Then, for every cell ri characterized by the values{ ak, bl } there 
is a complementary cell ri' with values {ak' -bl}. Moreover, since the equilibrium 

, distribution is even in the velocities; one must have f.1 (ril).f-l (ri). By the same 
argument as above, one now sees that for every trajectory leading from ri to rj 
in time T there is the time-reversed trajectory that leads from rj' to ri'. Hence, 
one has instead of (23) 

(24) 

These are also useful relations: whereas (22) is connected to the Onsager rela­
tions, (24) is related to their generalization by Casimir. However, (24) does not 
lead to hermiticity of M. 

Under the conditions (15), transitions may be assumed to occur not between 
cells with widely different values of the slow variables a = (al,· .. , as), but pre­
dominantly between cells whose a differ only slightly. If we want to exploit this 
fact, it is convenient to use a itself as the cell index, and to go over to a continuous 
notation, in which (18) takes the form 

:t P(a, t) = J dSa' [W (ala') P (a', t) - VI (a', a) P(a, t)]. (25) 

Next we rewrite W (ala') as W (a; y) with y - a' - a, which brings (25) into the 
form 

:t P(a, t) J dSy [W(a - y; y)P(a - y, t) - W(a; -y)P(y, t)]. (26) 

When lV and P are smooth functions of a, on the scale of a typical jump length 
Iyl we can insert a Taylor expansion in y in the first term of (26) and obtain the 
Kramers-Moyal expansion of the master equation: 

8 1 82 

- ~ - [bi(a)P(a, t)] + - ~ [bij(a)P(a, t)] + ... (27) 
, 8ai 2 " 8aJ)a)' 

l l,) 

with 
(28) 
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the + ... , is called the Fokker-Planck equation. As pointed out van Kampen, 
just truncating the formal series (27) is not a valid derivation of the Fokker­
Planck equation; one has to give an argument, that terms omitted are small 
compared to the terms retained. closer analysis shows that the truncation is 
in general not justified ; in special cases, a derivation is possible by means of 
on expansion in a small parameter, such as the inverse system size. In general, 
the truncation is only possible for systems with values of a in the neighborhood 
of a stable fixed point a(O). Since one readily sees from (27) tha~ the average 
(ai) = J daaiP(a, t) obeys 

d 
dt (ai) - (bi ( a)), (29) 

one sees that a stable fixed point ischaractoerized by 

bi(a) = 2;:: -Aij (aj - a;O)) + 0 (( ak - a~0))2) 
J 

(30) 

with a positive definite matrix A ij . For fluctuations in the vicinity of a(O), a 
Fokker-Planck equation can be derived, but consistency requires that the bi(a) are 
replaced by their linearized versions and the bij(a) by their values Bij = bij (a(O)) 

at the fixpoint. One thus arrives at the linear Fokker-Planck equation 

dP(a, t) _ [ 8 ( (0)) 1 82 1 
dt - Aij 8ai aj - aj + 2Bij 8ai8aj P(a, t) (31) 

(For the remainder ofthis section we use Einstein's summation convention). How­
ever, in special cases, one of which we shall mention at the end of this chapter, 
nonlinear Fokker-Planck equations may be justified as well. The Bij , or more 
generally the bij(a), set the scale of the fluctuations in a (the width of the distri­
bution P), as can be seen from 

(32) 

-J 



where F+ is the formal adjoint (for an unweighted scalar product) 

(35) 

Working out the hermiticity requuirement, and use of F Peq = 0, leads one to the 
requirement 

bi(a) = ~Pe~l(a) 8~. bij(a)Peq(a) , 
J 

(36) 

which allows one to write F in the manifestly hermitian form 

1 8 ') () 8 -l() F = -~Peq(a bij a -;::;-Peq a. 
2 Uai oaj 

(37) 

For the case that a contains both odd and even variables, the symmetry require­
ment for W (ala') may be written as 

W (ala') Peq(a') = W (a'la) Peq(a) 

with eLi = 7]iai , 7]i = ±1 for ai (even / odd). 
If we now write F in the form 

with 

8 () 18 ('_ ,.8_,,) 
F = --8 Ci a + --8 Peq a)bij (a)-8 .Pe~~(a 

a · 2 a· a· Z Z J 

then one may derive from (38) 

(38) 

(39) 

8 8 
7]i7]i bij(a) = bij(a); 7]ici(a) = -ci(a); 7]ici(a)Pe~1(a)-8 Pe~l(a) = -8 ci(a). (40) 

ai ai 

l,From these relations one may deduce with some algebra, that the part of (39) 
involving the Ci is antihermitian, and describes a purely reversible evolution, 
whereas the second term is hermitian and describes a purely irreversible evolution 
(monotonic approach to equilibrium). In the linear case we obtain, in obvious 
notation, 

, _ 8 ( (0)" 1 rl 8 8 
F - --8 . Cij aj - aj ) + -Peq -8 . BijPelJ -;::;-, 

az 2 az ua] 
(41 ) 

and for the case a(O) = a(O) (no spontaneous breaking of time reversal symmetry in 
the stationary state) we see that Bij is symmetric and connects only components 
of a with equal time parity, whereas Cij is antisymmetric and connects only 
compollents vvith opposite parity. 



were a a 
of the description, this case from e(X), depending on all particle positions 
momenta, to P(a), depending on slow variables. However, there are 

some serious disadvantages our treatment. main one is that we assumed 
the Ai(X) to be exact eigenfunctions of the Liouville operator. In practice these 
are never known, and any quantity one writes down will have both rapidly and 
slowly varying parts, though one may on intuitive grounds select quantities that 
are predominantly slowly varying. Secondly, the condition (15) is certainly ex-

I 
treme, and one wonld like to know which corrections to expect in a system where 
time scales differ considerably, but not enormously. To obtain some insight into 
such questions I shall discuss in the next two chapters the transition, not be­
tween a microscopic and a mesoscopiGcl~~scription, but between two descriptions 
on the borderline between mesoscopic and macroscopic. Both are of Fokker- . 
Planck type and they concern a collection of noninteracting Brownian particles. 
In both descriptions, the variables of the molecules of the fluid in which the Brow­
nian particles move have already been eliminated; the fluid merely gives rise to 
friction for the movement of the particles. The first, more mesoscopic, descrip­
tion contains a distribution function for positions and velocities of the Brownian 
particles ; the second only their distribution in space. The equation governing 
their evolution, a nonlinear Fokker-Planck equation, the Klein-Kramers equation, 
could in principle be derived, but we shall choose instead to guess it from the 
known consequences (29) and (32) for average and flucutations. 

I would like to add final remark : though in our derivation we started from 
(15) and the K-property of the subsystem of fast variables, in practice one most 
often observes that for certain a chosen on physical grounds, a description by 
means of (25) or (27) reproduces experimental results well, and hence (15) and 
the K-property (Markov property) probably hold for that special choice of a. This 
is true in spite of the fact that the a chosen with the help of physical intuition are 
at best approximate eigenvectors of the Liouville operator. I hope the example 

next chapter will some light on this last question. 



4 Reducing the level of description: coarse grain­
ing, adiabatic elimination of fast variables, 
the Chapman-Enskog procedure 

The specific Fokker-Planck equation we shall discuss in this and the remaining 
chapter was first written down by Klein and Kramers and reads 

oP(u, x, t) = "I [_1_ 02 + ~ul P _ u oP + ~ dCf> OP~ 
at m(3 ou2 au ax m dx AU (42) 

Here, u and x are the velocity and position of a Brownian particle, moving in 
d· . . (3 (''7'\-1 ." f" . fh' d 3-.( \. one' ImenSlOll, m ltS Inass, == ,/\'.L) ,'-'118 'Grle,_.Lr_lctlon-'{!Qe~.l.1Clent, an 'J!\X, IS 

an external potential acting on the particle. According to (29) the averages obey 
the expected laws 

and the equilibrium distribution is the Maxwell-Boltzmann distribution 

p (u x) = cst e-~m,Bu2-,B<I>(x) eq ,. , 

(43) 

(44) 

as is easily seen by substitution. The first term in (42) describes the effects 
of the interaction of the Brownian particle with the fluid. In analogy with the 
terminology usual in kinetic theory we call it the collision term, and the operator 
in it acting on P is called the collision operator C. Acting on its own, it transforms 
the velocity distribution into a Maxwellian in a time of the order "1-1. The second 
and third term in (42) together from the streaming term. The corresponding 
operator S describes the "free" motion of the particle; it causes the approach to 
the Boltzmann distribution in space, but it also distorts the Maxwell distribution 
in the velocities as long as the Boltzmann distribution in space has not yet been 
reached. 

As could have been expected from the discussions in the preceding chapter, 
C and S are hermitian and antihermitian, respectively, with respect to the scalar 
product (33) with Peq given by (44). This may be brought out clearly by writing 

1 
C = -rata; S = Jm/3 (da t - adt) (45) 

with 
_ lor::::;;. t_ 1 O. 

a - J (3 -;::;- + V m(3u, a - - ~-;::;-, m uu ym(3uu 
( 46) 

_ f) . dCD. t _ f) 
d - f);[ + B dx ' d - --, ( 47) 
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as as are 
to (33). The structure of C is that 
that [a, at] = can 

P(u) = exp [-lmpu2] ¢(u). ( 48) 

The eigenvalues and eigenfunctions of C are given by 

An = -n,(n = 0,1,2," .); tpn(u) = NnHn (vfmp/2u) e- hn{3u 2
, (49) 

with Hn the Hermite polynomials and Nn a normalization constant, that is of no 
further interest to us but for the fact that the integral over tpo ( u) is made to be 
unity; hence in the eigenfunction expansion 

00 

P(u, x) = 2: an(x, t)tpn(u) (50) 
n=O 

the coefficient function ao (u) has the physical meaning of the distribution in 
space. Under the influence of C alone, ao(x, t) remains constant, while the other 
an(x, t) obtain a factor exp[ -n,t], hence decay to zero without changing their 
shape. This expresses the fact, that the spectrum of C is infinitely degenerate, 
since it does not operate on the variable x at all. 

Now we consider the case that S is nonnegligible, but still small. Of course, 
since both C and S are unbounded operators, this inplies that we concentrate our 
attention upon special solutions of (42), in particular those for which P(u,x,t) 

changes slowly on the scale l = [rJmpr\ the distance a typical particle travels 
during the time its velocity needs to randomize (the velocity persistence length). 
Of course, such solutions are only to be expected for <P (x) that are smooth on that 
scale. Under this condition we may use perturbation theory; the eigenfunctions 
of :F can thus be written as 

1) 
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For the special case (45) only m = n ± 1 contribute, and for n = 1 we obtain 

(53) 

Since the operator E62 ) is hermitian and nonpositive definite, its eigenvalues are 
c~rtain~y ~ll r~al and nonpositive, the e~r~nvalue zero belonging to t~e equilib­
num dlstnbutIOn e-(3<P. The operator E6 IS a well-known operator: It was first 
proposed by Smoluchowski to describe diffusion in an external potential, and the 
identification D = (m(3ry)-l, with D the diffusion coefficient, goes back to Ein­
stein. To bring out the connection more clearly, we consider a linear combination 
of eigenfunctions of :F = C + S that all in zeroth order reduce to a multiple 
Xm(x)'Po(u)-of the-Maxwellian 'Po(uJ, with Xm(x) an eigenfunction of EJ2) with 
eigenvalue -/-In' Now if one goes through the formalism of perturbation theory, 
one sees that the correction terms in (51) are always determined only up to a 
multiple of 'Po (u). One may exploit this freedom by prescribing that all correc­
tions in (51) are orthogonal to 'Po ( u) (in quantum mechanics this is usually not 
done, since one wants to preserve the norm, but this is of less importance in our 
problem). Moreover, the corrections can be written in the form 

00 

Pm(u, x) = Xm(x)'PO(u) + L [n~O)Xm(X)] 'Pn(u), (54) 
n=I 

where n~O) is an operator, obtained from the perturbation scheme as a series in 
ry-1, with terms built out of d, dt and energy denominators, but not depending on 
Xm' A function of type (54) for t=O keeps the same form but for on overall factor 
exp [-/-lmt]. Therefore a linear combination of functions of type (54) evolves like 

00 

p[O](u, x, t) = co(x, t)'Po(u) + L [n~O)co(x, t)] 'Pn(U) , (55) 
n=l 

with co(x, t) evolving in time according to 

a 1 a (a d<I» 
at co(x, t) = m(3ry ax ax + (3 dx co(x, t) (56) 

up to terms of order ,-2t (in fact ,-3t when further corrections are calculated). 
Thus, the density in space of the special solutions of the Klein-Kramers equation 
(42) that evolve slowly in time obeys the Smoluchowski equation. If one wants 
to obtain a better approximation to the dynamics, one may replace the operator 
E62 ) in (51) by a more complicated expression, involving higher corrections to the 
eigenvalues. Because of our convention that the corrections to the distribution 
fUllction should be orthogonal to 'Po (u), one may not simply copy the expressions 
from quantum mechanics textbooks, but the formalism needed was worked out 
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some seen 
intermediate states are alternately even odd, so the next contribution occurs 

order the perturbation scheme. The corrected Smoluchowski 

(57) 

It is again hermitian, but this property is lost in the next order. For the special 
case <I> = 0, all higher oder corrections to the Smoluchowski equation can be 
shown to vanish; the Smoluchowski equation (in this case simply the diffusion 
equation) is exact to all orders in the perturbation. 

To conclude this chapter I would like to point out the relation between the 
derivation just given and two procedures often encountered in other contexts. 
The first is elimination of fast variables. In a general solution (50) of the Klein­
Kramers equation (42) the an(x, t) with n#-O decay on the fast time scale 
1'-1, and are therefore called fast variables, whereas ao(x, t) changes much more 
slowly, and is called a slow variable. Unless an with n#-O are excited over 
the boundary conditions, the only contributions to an(x, t) with n > 0 that 
survive after times large compared to 1'-1 are the correction terms in the slowly 
varying solutions, as given by (55). These are determined completely by co(x, t), 
which in turn is the only surviving contribution to the slow variable ao(x, t). 
Hence, after a "ripening time" of the order of a few 1'-1, the an with n > 0 
are completely determined by ao ; this fact is also often expressed by saying 
that the fast variables adiabatically follow or are enslaved by the slow ones. This 
means that there must be a description of the dynamics in terms of the slow 
variables alone. The derivation of such a description, such as our derivation of 
(56) or (57) from (42), is called the adiabatic elimination of the fast variables. 
We are now also in a position to answer the question raised at the end of the 
last chapter. Though the actual slow eigenfunctions of the Liouville operator are 
not co(x, t), but expressions of type (54), the coefficients of all Pm (U, x) are found 

t), so Co t) to construct 
eigenfunctions, and may serve to 
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one expects them to become enslaved by the slow variables after some ripening 
time. This is indeed the case, as can be shown by means of the algorithm of 
Chapman and Enskog, the oldest known example of what was later recognized 
as the method of elimination of fast variables. The basic idea is to expand the 
one-particle distribution j(u, r, t) according to 

CXJ 

j(u, r, t) ;::.n(r, t)tpo (u - v(r, t); jJ(r, t)) + I>y-i j[il(u, r, t), (58) 
i=l 

I 

where tpo(u - v; jJ) is the Maxwell distribution at temperature (kjJ)-l, shifted 
over v, and the j[il underly the restraint that their first five velocity moments 
s(r, t) = ((1), (u), (u2 )). vanish identically; hence these moments are defined 
completely by the first term in (58) : 

s(r, t) = (n(r, t), n(r, t)v(r, t), n(r, t) [v(r, t)2 + (3/m)jJ(r, t)-I]) (59) 

For the time evolution of s one postulates 

8 00 

8ts(r, t) = L ,-nv[n1s(r, t), 
n=O 

(60) 

where the v[nl are (in this case nonlinear) differential operators, which is the 
direct analogue of a similar series for the Klein-Kramers equation, the first terms 
of which were shown in (56) and (57). When (58) and (60) are substituted into 
the Boltzmann equation, a consistent expansion is carried out, and the constraint 
(59) is observed, one obtains to order 0 the Euler equations, to order 1 the Navier­
Stokes equations, and thereafter the Burnett and super-Burnett corrections. The 
formalism goes just as in the Klein-Kramers case, only the derivation via the 
eigenvalue problem does not hold since the Boltzmann"equation, and the opera­
tors in (60) as well, are nonlinear. There even is an analogue to the nonhermiticity 
of the higher corrections: from Burnett order on, the Onsager-Casimir symmetry 
relations no longer hold. But that is another story. 
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vvvU.U"h chapter we discussed evolution equations 
a system on a coarse grained or contracted level of description. However, to 
construct solutions of these equations, one also needs initial and boundary condi­
tions. The subject of this chapter is, how to construct such initial and boundary 
conditions for the contracted description from the conditions on the fllore detailed 
level, when the latter are known. Again, we shall treat the problem first for the 
case of the Klein-Kramers equation, where many of the steps can be carried out 
explicitly . 

.. Finding the initial condition is rather straightforward for linear equations : 
one has to project upon the subspace of all solutions of type (54) or (55). If we 
write the latter in the form P(u, x, t) +n~') [co(x, t)SOo(u)] , then the projector we 
need is 

(61) 

where P6°) , first introduced after (51), is the projection on the multiples of SOo( u). 
An explicit power series in [-I for P6') can also be derived from the perturbation 
expansion for the resolvent b (C + [-IS) - zr\ by contour integration around 
z = 0, with a contour excluding the points z = -n[, n -f. 1. It is instructive to 
consider the special case <I> (x ) = 0 for an initial distribution of local equilibrium 
type 

P(u,x,O) = ao(x)soo(u). (62) 

For this case the series for n~') can be calculated in closed form and summed 
exactly; from the result one sees that 

(63) 

and, since the diffusion equation is exact for <P = 

Co t) = exp [mp[-l 



extract the initial value for the macroscopic equation by means of a projection 
operator. A warning is in order however, as on also sees from (63) : the operator 
acting on ao (x) is a highly singular one, since it amounts to letting the diffusion 
equation act backwards in time for a period /,-1, which gives a sensible result 
only for very smooth ao(x). This makes sense, since our perturbation parameter, 
though equal to /,-1 in the formal expansion, is in reality the ratio between the 
velocity persistence length and the length over which P( u, x, t) varies. I have 
to add, however, that in the particular case under discussion the result (64) can 
be derived directly from the solution of the Klein-Kramers equation' in the limit 
exp[-/,t] < < 1, hence the result (64) turns out to make sense even if (63) does 
not, such as for a 6-function as ao(x). This may not be just a lucky accident: 
(64) is based on the picture that there is a clear separation in time scales between 
solutions of type (55) and those of type (51) with n =I O. This is no longer the 
case which co(x) has components that vary strongly in space. Hewever, exactly 
those troublesome components will have decayed before the asymptotic regime 
described e.g. by (64) sets in. The example shows, however, that the separation 
of time scales that lies at the basis of many of our developments need not be a 
property of the operator in the finer-grained description as such : the spectrum 
of the Klein-Kramers operator consists of Ank = -n/, - (mf3/,)-lk2, which cover 
the negative real axis rather uniformly. It is only after one restricts oneself to 
phase functions that are smooth in space, so that high k-values do not occur, 
that the gaps in the spectrum and the time scale separation emerge. 

The next, and final topic I wish to address in this chapter, and in these lec­
tures, is that of finding boundary conditions for the equations on the contracted 
level of description. This is not always a problem : it may happen, that the 
boundary conditions on the mesoscopic level are obeyed, exactly or in good ap­
proximation, by a solution of type (55), or (58) in kinetic theory, as is e.g. the case 
for specular or diffuse reflection (the latter only for walls in approximate thermal 
equilibrium with the particles studied). Then the boundary condition can be 
expressed naturally in terms of co(x, t), or of s(r, t) in kinetic theory. However, 
often the mesoscopic boundary conditions are not compatible with local thermo­
dynamic equilibrium. The most obvious case is that of an absorbing boundary, 
where one should have P( u, 0, t) = 0 for u > 0 at a left wall at x = 0; there 
is no way to reach such a result by means of small corrections to a Maxwellian. 
Similar effects may occur at internal boundaries, such as sudden jumps in the 
potential (where the derivation of the hydrodynamic equations also breaks down 
due to the large gradient of <D). 

Near such external or internal boundaries there will occur a kinetic boundary 
layer, in which large deviations from local equilibrium occur. The thickness of 
this boundary layer is of the order of the typical length that also occurs in the 
derivation of the hydrodynamic equations. hence the velocity persistence length 
1 for Brownian particles or the mean free path in kinetic theory. vVe shall discuss 
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the kinetic boundary layer for the simplest case, the stationary Klein-Kramers 
equation without an external potential. Time dependence can be taken into 
account by passing to the Laplace-transform, and a linearly varying potential 
can also be included (potentials that cannot be approximated by a linear one 
over the thickness of the kinetic boudary layer would violate the small r-gradient 
condition for the validity of the hydrodynamic equations). The solution of the 
boundary layer problem is possible by considering special solutions of the form 

(65) 

The determination of the An and <Pn leads to the nonhermitian eigenvalue problem 
(in units with 'Y = mf3 = 1) 

---- ... 

1 a ( a) ;;, au u + au <Pun (u) = -qun <Pun (u) (66) 

where (J = ±l. By substitution one verifies 

_ c . ( ) _ 1 -u2 /2 ( ) qun - (Jv n, <Pun U - r::Ie Dn 2qn - (JU , 
vn! 

(67) 

where Dn(z) is the parabolic cylinder function, which for natural numbers n is 
related to the Hermite polynomials via 

(68) 

However, there is one additional complication: the eigenvalues with n =1= 0 occur 
in pairs, and for finite external force a or Laplace variable s there are also two 
low-lying eigenvalues ± (s + a 2)1/2. For s = a = 0 however, we find only a 
single eigenfuction <Po(u) , the equilibrium distribution. However, there is also 
one associated function <p~ ( u) u<po ( u), which obeys 

!~ (u +~) <p' (u) = -<Po(u). u au au 0 
(69) 

The appearance of such associated functions is a wellknown feature of non­
hermitian eigenvalue problems, such as the damped harmonic oscillator with 
critical damping. It implies that the solutions of type (65) are not complete; 
they must be supplemented by additional solutions. In our case there is just one 
such additional solution, namely 

>T,C( ) _ X - U -u2 /2 
'±' 0 U, X - ~ e , 

v 21f 
(70) 

which, in contrast to all functions of type (65), carries a particle cUT'T'ent, with 
the normalization in (70) a unit of current in the negative x-direction. Thus, 

r' 
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it is also clear on physical grounds, that a solution of type (70) is necessary for 
a complete description of the system: the Smoluchowski or diffusion equation 
also has two independent stationary solutions, the equilibrium solution and a 
solution with constant current, and these should have their counterparts on the 
mesoscopic level. Since we have to do with a non-hermitian eigenvalue problem, 
the usual orthogonality and completeness theorems cannot be relied upon, and 
results have to be proved from case to case. Two important properties, which 
have been proved for many particular cases, are 

I 

1. Full-range completeness and quasi-orthogonality: The set {IPo( u), IP~( u), IP±n( u)} 
is complete on -00 < u < 00, and orthogonal with weight function rv 

uexp [u2 /2] (with complications for n=O). This allows one to construct a 
unique solution P( u, x) for x > 0, that approaches a prescribed function 
g(u) for x -----7 O. Unfortunately, this is a type of problem that hardly ever 
occurs in practice; the solution, which contains terms with W -n (u, x) that 
grow exponentially with x, is also not very relevant physically. 

2. Half-range completeness: The set {tfJO(U) , IP+n(u)} is complete on 0 < u < 
00. This guarantees the existence of a uniq,Lte solution that approaches a 
given function g(u) for x -----7 0, u > 0, and stays finite for x -----7 00. Since 
there is no corresponding orthogonality property, there is no prescription to 
construct this solution in closed form. However, once we know a unique so­
lution exists, we can devise numerical methods to approximate it. Moreover, 
for some cases, including the Klein-Kramers case, there are prescriptions 
that give the result e.g. in terms of infinite (double) series, though badly 
convergmg ones. 

Some of the problems that can thus be solved are: 

(a) The albedo problem: particles are continually injected into the system at 
x = 0 with a velocity distribution g(u),u > 0 and leave the system when 
they first reach x = 0 again (with a negative velocity). One asks for the 
velocity distribution of the outcoming particles. The problem occurs e.g. 
for a planetary atmosphere, or for a layer of paint, upon which light (de­
scribed as particles) falls from the outside. Inside the medium the light 
may be absorbed or scattered elastically (without frequency shift) and one 
is interested in the intensity and the angular distribution of the outcoming 
photons. 

(b) The Milne problem: a source of particles deep inside the medium causes a 
constant current towards the surface ; particles reaching the surface leave 
the system and one is again interested in their angular distribution. This 
is the problem of light emission by the sun (intensity distribution over the 
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neutrons a reactor. 

The condition that all particles reaching the surface leave it implies P( u, 0) = 
o for u > 0 ; hence the problem can be reduced to the albedo proble m for 

() C >T<C( ) Cou -u2/2 g U = - 0'£0 u,O = V2ife . (72) 

For x» 1, the last term in (71) can be neglected and the solution ap-
pro aches 

P ( ) _ C [x + do + U -U2 /2]. as U,X - 0 ~ e , 
V 21f 

(73) 

the corresponding density distribution is 

(74) 

thus do, with the dimension of a length, can be interpreted as the distance 
beyond the surface where the asymptotic density profile extrapolates to 
zero. In other words, nas(x) is the solution of the problem 

d2nas (x) () -d-x-2-'------'-- = 0; nas -XM = 0; nas 4 Cox for x 4 00. (75) 

The first boundary condition is to be compared with the condition nas(O) = 
0, that is imposed when one wishes to solve the diffusion equation with 
an absorbing boundary condition in hydrodyna!llics. Thus, that "naive" 
boundary condition is to be applied not at the physical surface, but at 
an imaginary surface, placed at a distance XM (in units of the velocity 
persistence length) beyond the real one. situation is similar to (64), 

to be t = 1 

means 
IS 

.TM = 

a 

ia 



For the Klein-Kramers case one gets nontrivial hydrodynamics only for the 
case of incomplete scattering (partial absorption) : 

r 
r (u') J duO" (ulu') < 1, (78) 

where a Milne length dependent on r (u') is found. 

The solutions of the boundary layer problems yield the complete P( u, x) in 
addition to these asymptotic results. They are of some independent theoretical 
interest, since they exhibit an interesting nonanalytic structure at x = 0, u = 0. 
For example, the solution of the Klein-Kramers equation for the Milne problem 
has a square root singularity there, which can be extracted from the asymptotic 
behavior of the d+n in (71) for n -+ 00 (as the singularities of a function can be 
found from the asymptotic behavior of its Fourier coefficients). 

To conclude this chapter I want to make a few remarks on the situation in 
kinetic theory. For the linearized Boltzmann equation, one is again led to an 
eigenvalue problem of the type 

-Ie ') I ) U CP(m\..u = -q(JnCP(Jn~u . (79) 

This time, there are five eigenfunctions with q = 0, the five collision invariants, 
and in addition three solutions of nonseparated type (69), which carry a heat 
current, and two components of a transverse momentum current (particle current 
equals a density of longitudinal momentum, and the longitudinal momentum 
current is associated with the kinetic energy density). The typical problems to be 
solved (in one dimension) are a gas between two plates at different temperatures 
and / or with different transverse velocities. The asymptotic temperature and 
velocity profiles calculated from the solution of the boundary layer problems (one 
at each plate) again reach their "naive" values (temperature or velocity of the 
plates themselves) not at the plates, but at certain slip lengths behind the plates. 
The slip lenghts again are of the order of a mean free path. 
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